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Abstract—Today’s computer systems increasingly comprise heterogeneous computing elements like multi-core processors, graphics processing units, and specialized co-processors, which allow parallel processing. Programming applications to utilize such systems is a complex process and needs good knowledge about the hardware architecture. Automatic and transparent use of these resources is a major concern of domain specific software developers and users. We present a new approach of using shared library interposing to replace libraries in binary applications with highly optimized accelerated versions. A plugin-based framework was developed, which allows interposing shared library calls, delegating them to accelerator specific libraries and adapting them to the library specific interface. Accelerator specific plugins can be added with a high degree of automatism. First steps were taken to develop a fast and intelligent selection component, choosing the best possible accelerator for a shared library call. It was shown, that such a framework may be efficiently used to apply shared library interposing to transparently speedup existing applications. The BLAS library for linear algebra was used as an example to develop plugins for an acceleratable library. Runtimes of BLAS functions were measured on different architectures and expose significant differences depending on the used implementation and hardware, showing the potentially high speedups of the approach.

I. INTRODUCTION

Current computing systems experience a trend towards increasingly heterogeneous architectures. While today even standard configurations of personal computers provide a combination of multi-core CPUs and general-purpose graphics processing units (GPUs), there is also a trend in compute centers to provide diversification within their systems. Experimental cluster systems use multi-core processors, GPUs, and specialized co-processors, such as ClearSpeed CSX or FPGAs, to accelerate scientific applications. Using a combination of several accelerators within a single workstation is a powerful and cost-effective way to solve medium sized scientific computing problems without accessing large and expensive computing systems. This not only provides exclusive access to computing power to nearly every scientific and industrial institution, but also allows to customize the architecture to the targeted application domain.

However, a significant barrier in terms of usability of such systems with heterogeneous hardware accelerators is the inevitable knowledge about the used hard- and software components, which is required to develop efficient solutions. The required knowledge includes the specific characteristics of the hardware architecture, such as the architecture of the compute elements, the bandwidth of communication connections, or the size and architecture of different memory layers. Further it is required to have detailed knowledge in implementing the interaction between the host processor and the accelerators, managing the memory efficiently, and partitioning the workload to match the smallest compute entities of the used hardware using several different programming languages. In addition, scientific users frequently do not only program and run their own custom applications, but use proprietary domain-specific software or simulation frameworks like MATLAB for which no source code is available. This prevents modifying the applications to target different accelerators. As a result, missing hardware and programming knowledge and the unavailability of source code keep many scientific users outside the field of computer science from exploiting the possible acceleration of heterogeneous computer systems.

In this paper, we present a novel approach to make the performance of heterogeneous computers transparently available without requiring any programming from the user’s side by using a technique called shared library interposing. Shared library interposing provides a mechanism for modifying existing applications without requiring access to the original source code by intercepting and replacing calls to shared library functions with different functions. For leveraging shared library interposing for transparent acceleration we exploit the fact that many scientific codes make extensive re-use of highly optimized libraries for computationally intensive operations. Examples of frequently used libraries are the BLAS library for linear algebra [1], the GNU scientific library GSL for numerical calculations [2], or the Vector Signal Processing Library VSIPL for embedded signal processing platforms [3]. These numeric libraries are typically installed as shared libraries, which are dynamically loaded by the applications at runtime. One approach for using a particular hardware accelerator without the need to recompile the application is to replace the shared library with a compatible library that implements the same interface but executes the code on the hardware accelerator. For example, [4] uses an OpenGL based API for automatic acceleration of graphics applications on FPGAs as a static replacement for the original OpenGL. This simplistic approach has however a number of drawbacks, e.g.,
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Using library interposing to map shared library functions to heterogeneous accelerators is a new approach and has hardly been investigated. Binary instrumentation and library interposing have been used for other intentions though. The general focus is on profiling applications to collect runtime statistics and workload profiles. One example of how instrumentation can be used to attach to running process and redirect execution is shown in [5]. Control is redirected to a user-space emulator to dynamically instrument the binary to analyze taints in a safe mode execution. In our work we concentrate on library interposing to intercept library calls. This has been done in several previous works. Curry [6] proposed an approach of profiling and tracing dynamic library usage using library interposing. Library functions are resolved to special wrapper functions at run-time that collect statistics before and after calling the real library. The application and library remain unaltered. This allows to trace multiple processes and analyze applications to get useful performance data. On GNU/Linux systems the LD_PRELOAD environment variable stores a list of libraries to be loaded before all others and is used to delegate the library calls to specific libraries in this work. [7] presents a library interposing approach to generate audit data without recompiling the application. The ability to detect and prevent unsafe programming practices, race conditions and buffer overflow attacks was shown by surrounding original function with analysis code using LD_PRELOAD. González et al. present a tracing mechanism based on dynamic code interposition [8]. They add monitoring code to unmodified parallel binaries and shared libraries at run-time to produce input traces to feed an analysis tool.

A very interesting approach for seamlessly using heterogeneous hardware systems is presented by Moore et. al. [9]. The VSIP++ for Reconfigurable Computing (VForce) library allows VSIP++ applications to use FPGAs and GPUs as coprocessors by defining an interface that decouples the software from the hardware development. The approach mainly differs from our approach in the need to modify the existing code by including a VForce header and thus being able to access the original code and the lack of a runtime selection support for the best performing function implementation. These restrictions are also true for the approach provided in [10]. IGOL (Imaging and Graphics Operator Libraries) presents a compile- and run-time framework for reconfigurable data processing applications. The main goal of IGOL is to simplify the software-hardware interface of reconfigurable systems by providing abstraction layers. IGOL is based on the Microsoft Component Object Model (COM) and is limited to the use of few FPGA based platforms.

Our work emphasizes the use of library interposing for dynamic accelerator utilization. This approach differs from the works stated before in the main goal of using library interposing to transparently accelerate existing applications on heterogeneous systems. A new approach is shown to facilitate the use of such systems and is demonstrated with a case study.
for the BLAS library.

To the authors’ best knowledge only ClearSpeed uses a library interposing mechanism to intercept the use of the standard BLAS library in favor of an accelerated one. LD_PRELOAD is used to preload the CSXL library [11], which uses CSX BLAS code replacements to accelerate specific BLAS functions with the ClearSpeed floating-point accelerator card. The host BLAS library is used as a fallback for unsupported function calls. Currently only one BLAS function (DGEMM) and two LAPACK functions are supported within CSXL. CSXL offers an additional environment variable to set the percentage of host BLAS usage. Also, only input sizes above a certain threshold will be computed on the ClearSpeed board.

AMD Core Math Library for Graphic Processors (ACML-GPU) [12] provides an accelerated version of ACML for GPUs. It provides a dynamic decision whether or not to off-load functions to the GPU based on the parameters received from the calling function (the problem size) or statically uses an environment variable. This smooth migration is only supported for two functions (SGEMM and DGEMM) and limited to GPUs supported by the ATI Stream SDK.

We use the same mechanism, but present a more general infrastructure offering several accelerator technologies and arbitrary policies to select an adequate accelerator.

III. SHARED LIBRARY INTERPOSING

In Linux systems the dlopen() system call [13] implements the interface to the dynamic linking loader. By either getting passed a library name or a path to a library, dlopen() loads a shared library and returns a handle to it. If an absolute path is given (begins with "/") dlopen() refers to exactly that path and returns an error, if the shared library is not found. If no absolute path to a library name is given, the requested library is searched at the search path specified in the LD_LIBRARY_PATH environment variable. If the library cannot be found there, the system’s default library folders are searched (/lib, /lib64, etc.). The handle returned by dlopen() can subsequently be used to load a symbol from the library into memory. This is done by dlsym(), which uses the handle and a symbol name to return the address of the memory location to which the symbol is loaded.

In the remainder of this section, we introduce and evaluate different approaches allowing to substitute specific shared library calls within binaries, that base on the following ideas:

- Customize the behavior of the default dynamic linker with environment variables (Sec. III-A)
- Use a different, custom dynamic linker (Sec. III-B)
- Statically patch application binaries to use different library calls (Sec. III-C)
- Dynamically modify the code of applications after they have been loaded to memory (Sec. III-D).

A. Configure dynamic linker

The simplest method to intercept library calls in GNU/Linux systems is to point the LD_PRELOAD environment variable to a list of substituting shared libraries. LD_PRELOAD affects the runtime linker and defines one or several shared libraries which are loaded and searched for matching symbols first and thus overload the original functions. This capability allows for selectively replacing symbols to be favored over the regular symbols resolved with dlsym().

This method can be used to exchange a standard library with an accelerator-specific parallel library. The parameters passed to the called shared library function have to be adapted to the interface of the replacing library. This will be discussed later. To avoid the interception of library calls in every application the LD_PRELOAD environment variable is typically not defined globally, but is selectively set in the environment of the target application only, e.g., using a wrapper shell-script.

The main advantage of the LD_PRELOAD method is that it is very convenient to use, as it is supported by the standard dynamic linker of the operating system and no dependencies to other tools are introduced. However, problems may arise when the process environment is not completely controlled by the user, for example if the application itself configures environment variables affecting the linker.

B. Exchanging the dynamic linker

Another approach to intercept the library calls is to redirect them using a different dynamic linker. The ELF binary format, which today is used on most Unix-derived systems, explicitly supports to specify which dynamic linker is to be used to resolve dynamic linking requests. To this end, the PT_INTERP ELF header entry points to the executable of the dynamic linker. On Linux systems this field generally points to the default dynamic loader (/lib/ld-linux.so.2).

We can use this custom dynamic linker mechanism for our purposes of shared library interposing by modifying this header to point to our own, custom dynamic linker. If the source code of the program is available, we can pass the option –Wl –dynamic-linker=/path/to/our/linker to the GNU linker ld when linking the final executable. Without access to the source code, we can use the readelf tool to locate the PT_INTERP header and replace the linker name in the application’s binary. The drawback of this method is that it requires to patch the application’s binary, which is not always desirable. Also, implementing a custom dynamic linker that can act as a full replacement for the standard dynamic linker is a non-trivial endeavor, requiring substantial knowledge about binary formats and linking.

An application of this technique is described in the work of Reiser [14] on rldi, which is an alternative dynamic loader that enables each application to use its own runtime environment with different library search paths.

C. Static binary infection

The previously introduced methods use different ways of intercepting and subsequently delegating library calls of existing applications. A different approach is to modify the binary itself, thus not only replacing the dynamic loader, but replacing the library call itself within the binary.
The techniques required for this binary modification depend strongly on the operating system and the binary format. One particular approach that can be used for this purpose is named ELF PLT infection and is applicable to binaries and shared libraries in the ELF object format, which is used, for example, by Linux. ELF shared libraries use position independent code and can thus be loaded at runtime to any address without modification. Dynamic linking is done by the ELF linker using essentially two process-specific tables, the Procedure Link Table (PLT) and the Global Offset Table (GOT). The GOT stores the static absolute offsets of the position independent symbols, such as functions and global variables, in the position independent shared library. When calling a function in the shared library, the program is not calling the addresses specified in the GOT directly, but calls a corresponding symbol in the PLT, providing the address of the corresponding GOT entry. This level of indirection allows to postpone linking to runtime and to use the same memory image for a shared library from several applications.

To delegate a call to a different shared library function, the PLT entry of a called symbol can be modified to point to the address of the replacing shared library function directly. By modifying the program entry point in the application binary, it is possible to wrap the actual application execution with code, that loads the needed library and maps it to the address space of the application. Cesare [15] presents a detailed discussion of how PLT infection can be used to redirect library calls.

ELF PLT infection is a powerful method of implementing library interposing. As no environment variable is used, the interposing process is completely hidden from the application and does not influence other processes. However, controlling static instrumentation of ELF binaries at this low level is error prone and requires in-depth knowledge about the binary format and the interceptable calls to avoid possible damage. This makes ELF infection hard to use for software engineers. An alternative to this static binary modification approach is to alter the loaded binary image of the application at runtime. This can be achieved for example with the powerful (Pin) tool for binary analysis and binary instrumentation, which will be discussed in the next subsection.

D. Binary instrumentation with Pin

Pin [16] is a binary instrumentation tool. It provides a framework for writing customized program analysis tools (Pintools). Pin can be thought of as a compiler that recompiles executables with new code segments inserted to the binaries to do fine-grained analysis. Pintools are plugins modifying the code generation within Pin. Instrumentation within Pin is composed of a mechanism to decide which code to insert at which point (instrumentation) and the analysis code itself.

Dynamic instrumentation in Pin can be done in two ways: using the Just-In-Time (JIT)- or the Probe-Mode. The Probe-Mode replaces instructions in the original program with so called trampolines, that branch to instrumentation code. Thus, the application can be executed natively and no slow down arises. This method can be used to exchange methods or calls to shared libraries. The signature of the replacing function must match the original function. JIT uses a Just-In-Time compiler to dynamically insert instrumentation code into the application binary at compile time. JIT provides access to low-level functions and enables modifications at the assembler level, however executing applications in JIT mode is about one order of magnitude slower as in probe mode. While this execution overhead excludes JIT mode from being used for library interposing, JIT mode has still proven to be very useful for analyzing applications.

The advantage of using Pin for the purpose of library interposing is its modular design and the availability of high-level functions for binary analysis and modifications. This allows to conveniently performing binary instrumentation at runtime without requiring low-level knowledge on dynamic linking, binary formats, or calling conventions. A major drawback in the current implementation of Pin is that Pintools are not allowed to link against libpthread or use pthread functions, limiting the code inserted to the binary to single-threaded code.

E. Summary

Summarizing the approaches, all methods come with certain drawbacks of different importance. With the goal of making library interposing available to many developers, complexity has to be kept low and the approach has to work for most possible use cases. This is currently only given using LD_PRELOAD. Pin would be a reasonable alternative, but suffers from the incompatibility with libpthread. Table I gives an overview of the different approaches and their characteristics.

<table>
<thead>
<tr>
<th>Static/dynamic</th>
<th>Using linker</th>
<th>Excl. linker</th>
<th>ELF infect.</th>
<th>Pin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environment var.</td>
<td>dyn.</td>
<td>dyn.</td>
<td>stat.</td>
<td>dyn.</td>
</tr>
<tr>
<td>Binary modified</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Complexity</td>
<td>low</td>
<td>med.</td>
<td>high</td>
<td>med.</td>
</tr>
</tbody>
</table>

IV. A FRAMEWORK FOR TRANSPARENT APPLICATION ACCELERATION USING SHARED LIBRARY INTERPOSING

In this section we describe our framework for transparent application acceleration which is based on shared library interposing. We introduce a plugin-based library approach that separates the concerns of implementing accelerator-specific functions from the mechanism of library interposing and from the policy for selecting a particular function implementation at runtime. As a case study, we have chosen the widely used BLAS library for linear algebra, for which optimized implementations for CPUs and hardware accelerators exist.

A. Accelerating BLAS Libraries

The original specification of the BLAS library was published in 1979 [17] and was made available as an open-source Fortran implementation on netlib.org [1]. This standard was extended several times, the last time in 2002. Many optimized implementations of the BLAS library have been released, the
most widely known being CBLAS (Appendix B of [18]), Intel Math Kernel Library (MKL) [19], AMD Core Math Library (ACML) [12], Automatically Tuned Linear Algebra Software (ATLAS) [20] and GotoBlas [21]. Additionally, there exist implementations for specific hardware accelerators, such as CUBLAS [22] for GPUs. All of these implementations date back to the original netlib BLAS implementation. While the functions of the implementations are basically the same, there exist certain variations between different implementations, leading to incompatibilities in parameter types or argument order for certain functions. In addition some BLAS libraries only offer a subset of the original BLAS interface, which is particularly the case for accelerator-specific BLAS libraries.

By tracing the calls to BLAS functions of an application during runtime, we can study the potential for acceleration by redirecting BLAS calls to optimized libraries. Functions that might be accelerated by specific BLAS libraries can be searched by their names. The parameters of these functions are not easily readable from the binary, hence we need additional information about the BLAS interface which is expected by the application. We chose CBLAS as the fallback implementation for all BLAS functions that are not implemented in the library for a particular hardware accelerator, as it is the most widely used, complete reference implementation of the original netlib specification and is freely available. As many BLAS libraries (e.g., MATLAB, CSXL, CUBLAS) use the MKL BLAS library as reference implementation, we also support the MKL BLAS interface in our framework.

B. Using Shared Library Interposing

Using one of the shared library interposing approaches for transparent acceleration requires to adapt the technique to the additional needs of a heterogeneous system which delegates the call to optimized libraries targeting hardware accelerators or the host CPUs. A corresponding shared library interposing solution needs to satisfy the following requirements: It

- initializes each accelerator automatically
- performs automatic name translation to matching functions
- adjusts the original call to the library-specific demands
- chooses the best possible hardware accelerator for a specific call.

Figure 2 depicts how our framework implements these requirements. To support a broad range of available accelerators, we have implemented a plugin-based wrapper library, which allows us to insert additional support for supplemental hardware easily. It delegates the applications library calls to the hardware accelerators. The plugins implement the gateway from the wrapper library to the accelerator-specific libraries. As each supported accelerator needs to be initialized in a different way, this is done by the specific plugin. Furthermore, the calls to the library are adjusted to the accelerator-specific library call by modifying the function name and the parameters. The plugin finally performs the actual library call and returns the results calculated by the accelerator libraries. The wrapper library as well as the plugin stubs are generated automatically, as described in subsequent sections. Up to now, we have built plugins for CUBLAS and ClearSpeeds CSXL, which both are based on MKL. A plugin for the ATLAS library is available as well as a GotoBlas2 (GotoBlas version 2, short goto2) library plugin, which spreads the BLAS computation to several CPU cores in an SMP machine using OpenMP. The wrapper library supports interfaces to the CBLAS library and the MKL.

Additionally, the wrapper library may use different selector policies to decide which plugin is used best for a specific call. These policies rely on static information (e.g., performance data collected during profiling of BLAS functions) or dynamic information, such as the utilization of accelerators. We will discuss the selector policy used in this work in the next section.

In the current implementation of the framework we use the method introduced in section III-A for library interposing, which uses the LD_PRELOAD mechanism to inject shared libraries. We found this method to provide sufficient performance and flexibility for our current use case.

C. Selector Policy

The selector policy is the component which decides to which plugin an incoming library call is delegated. Currently, we have implemented two policies Library priority and Lookup table, both relying on static information.

The Library priority approach assigns each plugin a priority value. For each intercepted library call, all plugins are searched in the order of priorities for the availability of a function matching the request. The library call is delegated to the first plugin providing a matching implementation. The lowest
priority is assigned to the non-accelerated CBLAS library, which is used as the fallback library, if no other library offers a matching function.

The Lookup table policy improves on the library priority method by considering not only the requested function but also a problem size metric for selecting the plugin to which a call is delegated. Additionally, caching in the form of a pre-computed lookup table (LUT) is used to perform this lookup quickly. The LUT contains \( s \times f \) library function pointers, where each entry represents the best possible accelerator library function based on the problem size \( s \) and the used BLAS function \( f \). A mapping function is used to translate the input dimension to a value \( s \), defining regions of input data sizes. During the initialization phase the LUT is populated with the optimal mapping from functions and problem sizes to a particular plugin, which can be determined experimentally using profiling. Once initialized, this method is significantly faster than the library priority strategy since only a single table lookup is required, while the library priorities approach in the worst case requires the selector component to send a request to all available libraries whether the function is supported. The Lookup table implementation also allows for dynamically configuring and adapting the preferred library mapping by modifying the LUT contents, e.g., based on measured execution times of the plugin functions.

D. Profiling support

To compute and estimate for the amount of acceleration that can be obtained when accelerating library calls of a specific application, we have to know, how frequently any BLAS function is called by the application and how fast each library call executes on a particular accelerator. This information can be used as a decision input to the wrapper library, which currently has to be determined manually by using profilers as stated on the left hand side of Figure 3.

We use Pin (cf. Section III-D) for this profiling task. Pin provides a tool to trace function calls of binaries. Having knowledge about how BLAS function calls are named, we can use a substring search to identify the library calls. We can extract this information from the library header files. Using CBLAS as an example, every call to a routine begins with " blas_". This procedure is transferable to other BLAS libraries. The signatures of the BLAS functions have to be known and recognizable by an unambiguous substring. In addition we are using the instruction counter tool of Pin to evaluate how often the functions are called. Unfortunately, Pin does not allow to get accurate function timings. Hence, we use custom micro-benchmarks for accurately determining the execution time for each function for varying problem sizes. The results from these benchmarks are shown in Section V-A.

E. Automatic plugin generation using XSLT

For automating the process of generating the plugins we have developed a tool flow which is shown in Figure 3. As input specification for the tool flow we use an XML specification of the CBLAS library which describes all available functions with the respective parameter names and types. This XML specification is generated directly from the CBLAS header using a Python script.

For generating the wrapper library, we automatically derive an interface supporting the most commonly used CBLAS and MKL library functions using an XSL stylesheet and a standard XSLT processor. The CBLAS interface is generated directly from the XML description. Function stubs for all BLAS functions are generated and automatically filled with the corresponding call to the selector component and the subsequent call to the plugin. The MKL interface is known as well and can be mapped from the CBLAS interface by a set of custom rules, such as mapping call-by-reference to call-by-value or changing the order of parameters. The plugin interfaces are also generated from the CBLAS XML description. Within the generated function bodies, the CBLAS interface has to be mapped to the specific library interface.

Currently filling the plugins stubs has to be performed by hand, based on the known interface of the specific accelerated BLAS library. Generally this requires simple conversion of data types, such as converting enumeration values to a set of single parameters. For CUBLAS function calls the function arguments have to be marshalled with Set/GetMatrix or Set/GetVector operations to copy the needed data to the GPU, as the library functions expect device memory pointers as parameters. CSXL by contrast automatically transfers the data to the ClearSpeed board when a library function is called. As not all CBLAS functions are supported by the accelerator libraries, the corresponding function bodies have to be deleted from the plugin interface to avoid calls to not existing functions. All of these adjustments have to be done only once for every accelerator and may be used without any changes afterwards. In addition, the specific accelerator
initialization code has to be implemented for each plugin.

V. EXPERIMENTAL VALIDATION

We have evaluated the framework using the following system setup:

- SMP system with 2-way 4-Core Intel Xeon CPU E5520 @ 2.27GHz with hyperthreading enabled (looks to the operating system like 16 cores), 12 GB main memory
- NVIDIA GeForce GTX 295, 2*240 thread-processors, 2*896 MB GDDR3
- ClearSpeed Advance e710 accelerator, 2 GB DDR2-533 SDRAM, ECC support
- CentOS 5.4, 2.6.18-164.11.1.el5 kernel version
- CUDA 5.4, 2.6.18-164.11.1.el5 kernel version
- CUDA 3.0, OpenMP 3.0, GCC 4.4.0

A. Runtimes and Overheads

To justify the use of our proposed framework, we have first measured the runtimes of commonly used BLAS functions on different architectures. DGEMM is one of the most used BLAS functions and most promising towards an acceleration. DGEMM performs one of the matrix-matrix operations $C := \alpha A \times B + \beta C$, where the matrices $A$ and $B$ can optionally be transposed. Figure 4 shows the results as a function of the matrix dimension $n$ (problem size) for different library implementations. The runtimes include the overhead of copying data to the accelerator and back.

It is easy to observe, that the runtimes differ significantly between different implementations and architectures. The problem sizes are crucial for the decision which BLAS library is most efficient for a library call. For very small $n$ the unaccelerated CBLAS is fastest, from $2^4$ it is the goto2 library (using 2 cores) and with increasing $n$, CSXL and the goto2 library (running on 16 cores) are the fastest. The CUBLAS library is inefficient for small $n$, performs better on larger $n$ and is best at $n = 2^{12}$, which is the largest input size that fits into the device’s memory. These observations motivate our approach: Depending on function, input data sizes and additional constraints, the framework may choose to delegate the call to the optimal hardware architecture.

Other BLAS functions (e.g., DDOT, the dot product of two vectors, see Figure 5) not only show a different, but also a more constant order of the library runtimes. In contrast to DGEMM, a static decision table saving only the library priority is sufficient to decide which library to choose. Thus, different approaches are needed as described in section IV-C and implemented in the framework.

To verify whether the necessary overheads arising from the framework use are worth the time, we have to contrast it with the gained speedups. We distinguish between necessary overheads of the framework setup (creation of selection policies), framework initialization (library and LUT initialization) and runtime (library interposing and selection policy).

When implementing and studying new delegation policies for the selector component, basic overheads are inevitable. Profiling the performance of library functions has to be performed to measure runtimes for different input data sizes. These are used as basis for decision making in the selector component. These overheads are one-time overheads and do not affect the runtime of the application. More important are the overheads that occur at runtime, as listed in Table II.

![Figure 4: Runtimes of the DGEMM function using different BLAS implementations and hardware architectures.](image1)

![Figure 5: Runtimes of DDOT function using different BLAS implementations and hardware architectures.](image2)

<table>
<thead>
<tr>
<th>Library priority</th>
<th>Library</th>
<th>Lookup table</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wrapper library init</td>
<td>1 ms</td>
<td>9.65 ms</td>
</tr>
<tr>
<td>Cublas plugin init</td>
<td>2.01 s</td>
<td>2.01 s</td>
</tr>
<tr>
<td>goto2 plugin init</td>
<td>7.64 s</td>
<td>7.64 s</td>
</tr>
<tr>
<td>Normal call</td>
<td>2.93 ns</td>
<td>4.73 ns</td>
</tr>
<tr>
<td>Call through lib</td>
<td>7079.66 ns</td>
<td>37.43 ns</td>
</tr>
<tr>
<td>Select priority based</td>
<td>4148.72 ns</td>
<td>9.96 ns</td>
</tr>
</tbody>
</table>

Table II: Library interposing overheads
The one-time initialization overhead for the wrapper library includes the times for initializing all plugins and for the wrapper library itself. As can be seen from the measurements, the library initialization cost is dominated by the times for initializing the goto2 and the CUBLAS library, which we cannot affect. Still, these overheads have to be be taken into account by the selector component. If only few library calls are made, the overhead might not be worth it. Using the much faster Lookup tables for the library selection instead of static library priorities, results in an initial overhead of roughly 0.58 seconds for a tested LUT configuration $13 \times 143$ (problem size regions $\times$ number of BLAS functions). Depending on the amount of used library calls, this overhead will be amortized by the much faster library calls (roughly 7000ns faster per call) and the function based selection of the accelerator. Interposing and delegating a shared library call involves additional overheads that arise for every call. Selecting the used library makes up the major part of a dynamic library call. Interposing on binary files results in the need to transfer the input data for each call, such that data reuse is impossible.

VI. Conclusions and Future Work

In this work we have introduced our novel approach of using shared library interposing for transparently accelerating applications. We have introduced different methods for interposing library calls and have discussed their suitability for our purposes. Additionally, we have shown that the approach is practicable by a proof-of-concept implementation targeting the BLAS library. Once implemented for a set of libraries, the developed wrapper library can be used consistently to accelerate applications with just a small effort. Preparing the wrapper library for that purpose is widely automated, although some work still has to be done by hand in this stage of the prototype. This implementation is easily portable to other libraries with an initial adaptation overhead. The measured runtimes of cost-intensive BLAS functions have shown, that the one-time overhead of the accelerator initialization and the recurring call overhead pay off when using sufficiently large input data and using the framework in long running processes that make extensive use of BLAS functions.

Future work will concentrate on developing more sophisticated algorithms to select an appropriate accelerator for each library call. The current static approach may be replaced by intelligent dynamic hardware selection and scheduling. This can be achieved by using static and dynamic profiling results as decision input. A decision based on input data sizes is most likely practicable and very promising. Also machine learning approaches might be applicable as well as monitoring functions on the accelerators to take the current utilization into account. Complexity of decision algorithms is unbound, but has to be set into relation with the emerging overheads.

In addition we plan to extend the framework to support a wider variety of accelerators and libraries. Using the framework with multithreaded applications will also be investigated. Currently the initial mapping of the standard BLAS interface to the accelerator-specific library interfaces is done by hand when used for the first time. To achieve fully automated plugin generation, rules have to be identified and formalized to automatically map the calls to different libraries. Furthermore we intend to test the solution with different applications using computationally more intensive libraries to evaluate the merit as a comprehensive solution. The framework was developed in Linux, but the method is portable to other Unix derivates.

To promote the uptake of our work by other researchers and end users, we will make our framework available as open-source software at http://github.com/pc2/liftracc.

REFERENCES