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Introduction
•Objective: Unsupervised language acquisition
• ”Learn a language like a child”
•Two-level hierarchical process:

◮1. acoustic unit (phone) discovery
◮2. lexical unit (word) discovery
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Here: word discovery from character or phoneme input

Problem Formulation

•Goal: Segment character (or phone) sequence cT1
UNCONVINCEDTHEHARRISBURGCITYCOUNCILINAPRILPASSEDANORDINANCEREQUIRINGLOCALE

MPLOYERSWITHTENORMOREEMPLOYEESTOGIVEUPTOTWELVEWEEKSOFUNPAIDPARENTALLEAVE
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UNCONVINCED THE HARRISBURG CITY COUNCIL IN APRIL PASSED AN ORDINANCE REQUIRING LOCAL

EMPLOYERS WITH TEN OR MORE EMPLOYEES TO GIVE UP TO TWELVE WEEKS OF UNPAID PARENTAL LEAVE

without a lexicon, i.e. unsupervised
•Key idea: Recurrent character sequences resemble words
•Learn orthography (or transcription) and language model,

i.e. word probabilities, simultaneously
•Bayesian formulation:
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Forward Filtering/Backward Sampling Alg.

To solve (1), iterate between:
•Forward filtering: compute probability of candidate

segmentations exploiting bigram language model
•Backward sampling (Gibbs sampling): draw word

segmentation from above probabilities
•Use drawn word sequence to update language model

[Mochihashi, 2009]

Forward Filtering

• Input: cT1 = c1 . . . cT : character (or phone) sequence
•α[t ][k ]: probability of string ct1 with qt = k , i.e. with the last k

characters, ctt−k+1 being a word
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Bigram probability
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Pitman-Yor Language Model [Teh, 2006]

•Account for unknown number of words, i.e., unknown

lexicon size: fall back to character (phone) language model
•Exploit prior knowledge about word frequencies (Zipf’s law)
•Probability for word w in context u recursively calculated as

Pr(w |u,S,Θ) =
cuw · − d|u|tuw

θ|u| + cu··
+
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• In case of u = ∅ use likelihood of word wi being character

(phone) sequence c1, . . . , ck as parent probability (fall back):

Pr(wi) ≈
k∏

i=1

Pr (ci|ci−n+1, . . . , ci−1)

•Probability for characters (phones) calculated as above
•Use uniform distribution as base distribution

Experiments

•Database: Wall Street Journal (WSJCAM0) acoustic model
training data

◮95629 word tokens (running words)
◮10506 lexical items (unique words)

• Input: error free phonemic transcriptions
•Bigram language model
•Order m of phoneme language model varied from 4 to 8
•Example segmentation (character input for illustration):

m = 4:

UN CONVINCEDTHE HARRIS BURG CITY CO UNCIL I NAPRIL PASS ED AN ORD INANCE REQUIRINGLOCAL

EMPLOYER S WITH TEN OR MORE EM PLOYEE S TO GIVE UP TO T WELVE WEEKSOFUN PAID PARENTAL LEAVE

m = 6:

UN CONVINCEDTHE HARRISBURG CITY COUNCIL INAPRIL PASSEDAN ORDINANCE REQUIRING LOCAL

EMPLOYERS WITH TEN OR MORE EMPLOYEE S TO GIVE UP TOTWELVE WEEKSOFUNPAID PARENTAL LEAVE

m = 8:

UNCONVINCED THE HARRISBURG CITYCOUNCIL INAPRIL PASSED ANORDINANCE REQUIRING LOCAL

EMPLOYERS WITH TEN OR MORE EMPLOYEES TO GIVE UP TO TWELVE WEEKSOFUNPAID PARENTALLEAVE

•Token discovery performance:
m 4 5 6 7 8 Ground truth

P 54.2 67.6 68.0 72.4 73.3

R 49.9 51.2 52.1 56.8 57.1

F 52.0 58.3 59.0 63.7 64.2

Words 88070 72464 73294 74979 74471 95629

Table 1: Word token precision, recall and f-score from phoneme sequence input

•Lexical item discovery performance:
m 4 5 6 7 8 Ground truth

LP 33.0 37.1 38.7 43.7 44.8

LR 56.0 65.2 64.0 65.6 66.1

LF 41.5 47.3 48.3 52.5 53.4

Words 17839 18466 17359 15775 15505 10506

Table 2: Word lexicon precision, recall and f-score from phoneme sequence input

Conclusions
•Unsupervised word segmentation on large vocabulary task
•73.3% precision at 57.1% recall for word tokens
•Outlook:

◮Real data from acoustic unit discovery to be used
◮Extension to noisy data, e.g. lattice input
◮Consider variations in pronunciation
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