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Abstract—Monitoring applications at run-time and evaluating the recorded statistical data of the underlying microarchitecture is one of the key aspects required by many hardware architects and system designers as well as high-performance software developers. To fulfill this requirement, most modern CPUs for High Performance Computing have been equipped with Performance Monitoring Units (PMU) including a set of hardware counters, which can be configured to monitor a rich set of events. Unfortunately, embedded and reconfigurable systems are mostly lacking this feature. Towards rapid exploration of High Performance Embedded Computing in near future, we believe that supporting PMU for these systems is necessary. In this paper, we propose a PMU infrastructure, which supports monitoring of up to seven concurrent events. The PMU infrastructure is implemented on an FPGA and is integrated into a LEON3 platform. We show also the integration of our PMU infrastructure with the perf_event, which is the standard PMU architecture of the Linux kernel.

I. INTRODUCTION

For many decades, computer architects have been using simulators to expose and analyze performance metrics by running workloads on the simulated architecture. The results collected from simulation may be inaccurate in some cases due to the workloads running on top of an operating system or the simulators just considering not all the relevant microarchitectural aspects. More recently, so-called full system simulators such as gem5 [1] are being used by many researchers and system architects in order to accurately gather full statistical data at the system level. In case the investigated architecture is already available as an implementation, performance data can also be collected at runtime with high accuracy and often with higher speed than simulation [2]. To that end, many modern high-performance processors feature a performance monitoring unit (PMU) that allows to collect performance data. A PMU is essentially a set of counters and registers inside the processor that can be programmed to capture the events happening during the application execution. At the end of a measurement, performance monitoring software reads out the PMU counter values and aggregates the results.

Performance monitoring is not only useful in high-performance computing but also in embedded and reconfigurable computing. Especially the exploration of reconfigurable computing has led many researchers to propose ideas for system optimization and adaptation at runtime, such as self-tuning caches [3]. Runtime adaptation techniques demand for a hardware/software infrastructure capable of system performance measurements in real-time. While PMUs have recently been added to some well known embedded processors such as ARM [4], Blackfin [5], and SuperH [6], as well as to the ARM cores in the Xilinx Zynq [7], a performance monitoring feature is mostly lacking for soft cores embedded into FPGAs. Previous efforts presented in [8], [9] have indicated challenges for reconfigurable computing performance analysis and proposed a toolflow-like framework enabling designers to extend existing hardware designs by a performance measurement infrastructure.

The main contribution of this paper is the presentation of a hardware/software infrastructure for performance monitoring for the LEON3 platform, which is a widely-used open source soft core based on the SPARC V8 architecture [10]. In the remainder of the paper, we first discuss the background of PMUs in Section II and then describe the hardware and software implementation of our PMU for LEON3 multicore processors. In Section III. In Section IV we present experimental results for MiBench workloads and show the overhead incurred by performance monitoring. Finally, Section V concludes the paper.

II. BACKGROUND – PERFORMANCE MONITORING UNITS

Performance analysis based on performance monitoring units (PMUs) requires both, hardware and software infrastructure. The hardware infrastructure for recording statistical data at the micro-architectural level during program execution basically includes sets of control registers and counters. The control registers can be programmed to specific events that should be captured which are then counted. The configuration written to control registers also determines whether and which interrupts are generated on a counter overflow, whether data is collected only for user mode or also for kernel mode execution, and generally to enable or disable data collection. While most modern processors include some form of PMU [11], the number of measurable events and hardware counters varies [4], [12]. Events commonly available for monitoring include the number of CPU cycles, access and miss rates for caches and TLBs, and IPC values.

The software infrastructure for a PMU needs to configure the measurement infrastructure, start and stop data collection, and finally read out and aggregate counter values. There exist several tools and system interfaces supporting the collection of statistical data from PMUs. Among them, PAPI [13] and the perf tool [14] are commonly used in high-performance computing. These tools rely on a system interface running in kernel mode to access the PMU hardware counters. Running the system interface in kernel mode is advantageous since the hardware counters can easily...
be saved and restored during a context switch, allowing for per-thread performance monitoring. In the Linux operating system, two patches for performance monitoring are widely used: perfctr and perfmon2 [15]. More recently, the perf_event interface [14] and the perf tool have been included into the main Linux kernel source code. The perf tool works tightly with the perf_event interface and makes performance monitoring straight-forward for users.

III. PMU DESIGN AND INTEGRATION

LEON3 [10] is a 32-bit open source processor platform from Gaisler Research implementing the SPARC V8 architecture [16]. The platform supports multiple cores with a shared memory and is popular among researchers due to the rich set of supported tools, operating systems, and its extendability. In this chapter, we describe the architecture of our performance measurement units and how they integrate into the LEON3 platform as well as into the standard Linux performance measurement infrastructure.

A. The Architecture

We have been tailoring PMUs for LEON3 multi-core architectures. To be able to handle properly the performance counters for workloads migrating between the processors, the PMUs have been replicated for each processor core and the performance counters are stored to and are loaded from the context of an application by the OS kernel during each context switch. Fig. 1 shows the PMU placement in the current implementation, which is tailored for processor monitoring. The PMUs are connected to the signal pulses driven out from the Integer Units (IU), from L1 instruction and data cache controllers, and from the I-TLB as well as the D-TLB modules of the MMU. The standard open-source LEON3 architecture does not include L2 caches or floating-point units. However, our PMU architecture can easily be extended to monitor and aggregate events from such sources or from custom hardware modules in reconfigurable multiprocessor-on-chip systems.

Fig. 1 illustrates the hardware implementation of the overall PMU system. Each event counter subsystem consists of an event source multiplexer, a control logic block, a counter with according overflow logic, and a common logic for the overflow interrupt generation. The heart of a performance counter subsystem is its control block. The control block takes input from a global and a local control register as well as the interrupt acknowledge from the interrupt controller. The functionality of the global register follows the ARM Cortex-A9 PMU architecture [4] and allows us to reset and enable all event counters by a single register access.

Through the local control register a performance counter subsystem can be cleared (clr) and enabled (en), and counting can be started even if the measured processor core is entering the super user mode (su). Furthermore, the local control register determines whether an overflow interrupt should triggered and which event to measure. Currently defined event sources are the CPU clock cycle count, the number of executed instructions, the number of instruction and data cache read accesses, the number of instruction and data cache read misses, and the number of data cache write accesses as well as misses. The signal input of the first counter subsystem is hardwired to monitor the execution time for an accurate measurement basis to which other measurement counters can be normalized to.

The interrupt acknowledge input signal of the control block depends on the situation of the associated counter. If the counter reaches its overflow threshold and the interrupt generation is enabled for this measurement subsystem, an interrupt is generated and a status bit in PMU’s global interrupt overflow register is set. The overflow comparator signals the overflow to the control logic which, in turn, clears and sets its counter inactive. The activated software interrupt handler checks, which event counter has triggered an interrupt and updates the according perf_event counter variables. Afterwards, the interrupt handler releases the event counter by pulsing an interrupt acknowledgment signal through MP IRQ to the control logic blocks.

B. PMU Registers - Address Mapping and Access

Instead of defining new instructions for reading and writing PMU registers, the extended Address Space Identifier (ASI) lda/sta instructions of the SPARC architecture are used [10]. These instructions are available only in system mode. The ASI = 0x02 is reserved for system control registers and has an unused address range from 0xC0 to 0xFC, which is used to clamp the PMU registers.

C. Handling Overflow Interrupt

There are two basic ways of introducing interrupt sources to LEON3 processors. First, peripheral devices that are connected to the AMBA bus can use the AMBA interrupt lines. The AMBA bus interrupt controller has then to prioritize and relay the interrupt requests to the LEON3 MP IRQ controller. A PMU unit using this method of interrupt generation would need to implement an AMBA bus slave controller and accept the temporal overhead of the AMBA bus interrupt controller. Additionally, interrupts from other peripheral devices may have an impact on the measurement precision.

The second option, and the one we have chosen in this work, for interfacing to the interrupt logic of the LEON3 processor is to directly connect interrupt sources to the internal logic of the MP IRQ controller. To that end, all PMU interrupt request lines are aggregated by an OR gate and sourced into the external interrupt (EIRQ) handling circuitry of the MP IRQ controller [10]. This method has also the benefit that the number of AMBA bus devices is not increased.
TABLE I: LEON3 platform and system configuration.

<table>
<thead>
<tr>
<th></th>
<th>1 core</th>
<th>2 cores</th>
<th>4 cores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FUs</td>
<td>LUTs</td>
<td>FUs</td>
</tr>
<tr>
<td>PMU</td>
<td>303</td>
<td>886</td>
<td>606</td>
</tr>
<tr>
<td>MP IRQ without PMU</td>
<td>101</td>
<td>205</td>
<td>173</td>
</tr>
<tr>
<td>MP IRQ with PMU</td>
<td>102</td>
<td>210</td>
<td>175</td>
</tr>
<tr>
<td>LEON3 with PMU</td>
<td>13371</td>
<td>20956</td>
<td>19879</td>
</tr>
<tr>
<td>Increase [%]</td>
<td>2.0</td>
<td>4.4</td>
<td>3.2</td>
</tr>
</tbody>
</table>

IV. EXPERIMENTS AND RESULTS

This section reports on our experiments and results. The system configuration for the LEON3 platform is shown in Table I. We have synthesized the LEON3 platform and programmed it to a Xilinx ML605 Virtex-6 board. The root file system is located on a CF card. Since our goal was to focus on collecting and analyzing statistical data for embedded system workloads, we have chosen a subset of MiBench [17], a free benchmark suite, for experimentation.

A. Hardware resource usage

Before presenting the benchmark results, Table II sums up the hardware overhead for the PMU subsystem when implemented for a single, dual and quad-core LEON3 platform. For the single-core variant the overhead for flip flops and look-up tables amount for 2 and 4.4 %, respectively. When doubling the core number of a Leon system, the integer units get duplicated. Busses and peripherals are typically not replicated. Therefore, the size of a Leon system grows linearly with the number of cores but the hardware effort for the busses and peripherals stays almost unchanged. This explains, why when doubling and quadrupling the core number and the according PM units the overhead for the PM units compared to the total size of an LEON3 platform increases from 2 over 3.2 to 4.4 % for the number of flip flops and from 4.4 over 6.0 to 9.0 % for the number of look-up tables.

B. Performance Measurements

Table III displays all our measurements for the selected benchmarks. We have monitored eight events: CPU cycles, number of instructions, L1:I loads, L1:D loads, L1:D load misses, L1:D stores, and L1:D store misses. The presented results cover events captured during user mode, but exclude kernel mode execution. Since in our prototypical implementation the maximum number of event counters is seven, we had to invoke the perf tool twice in order to avoid multiplexing events, which can lead to inaccurate results during measurement. The first invocation of the perf tool is for counting the number of CPU cycles and instructions, the
second for gathering the remaining events. We have repeated each measurement for 10 times and computed the coefficient variation (CV=σ/µ), i.e., the standard deviation divided by the mean average.

The chosen benchmark programs are deterministic in the sense that for a given input data set they execute exactly the same instructions. The reason that the collected values for the number of instructions is not deterministic is the perf tool, which also runs in user space. Once the perf tool receives a signal indicating that the application stops, the perf tool has to spend time for disabling the counters in the event control registers. This leads to a certain deviation in consecutive measurements, which are however, quite below 1%.

V. CONCLUSION AND DISCUSSION

In this paper, we have present a performance measurement infrastructure for the single- and multicore LION3 processing platform. The infrastructure integrates seamlessly into the standard Linux performance measurement architecture perf_event and allow for a comfortable and accurate analysis of microarchitecture measurements using the standard Linux profiling tools. From the reconfigurable system perspective, the presented performance measurement infrastructure supports also monitoring events generated by the reconfigurable platform, such as partial reconfiguration times.
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TABLE III: Statistical data collected for a subset of MiBench workloads. Coefficient of variation (CV=σ/µ) compared by running perf tool 10 times on the same application.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>1 core</th>
<th>2 cores</th>
<th>4 cores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cycles [%]</td>
<td>Inst. [%]</td>
<td>Time [s]</td>
</tr>
<tr>
<td>basicmath</td>
<td>0.000</td>
<td>0.000</td>
<td>23.005</td>
</tr>
<tr>
<td>bitcounters</td>
<td>0.000</td>
<td>0.000</td>
<td>0.821</td>
</tr>
<tr>
<td>sort</td>
<td>0.017</td>
<td>0.001</td>
<td>0.978</td>
</tr>
<tr>
<td>jpeg</td>
<td>0.063</td>
<td>0.002</td>
<td>1.085</td>
</tr>
<tr>
<td>dijstra</td>
<td>0.052</td>
<td>0.001</td>
<td>1.767</td>
</tr>
<tr>
<td>patricia</td>
<td>0.007</td>
<td>0.001</td>
<td>5.421</td>
</tr>
<tr>
<td>stringsearch</td>
<td>0.023</td>
<td>0.004</td>
<td>0.077</td>
</tr>
<tr>
<td>FFT</td>
<td>0.007</td>
<td>0.000</td>
<td>27.131</td>
</tr>
<tr>
<td>CV</td>
<td>0.022</td>
<td>0.001</td>
<td>0.053</td>
</tr>
</tbody>
</table>